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Motivating Example: Launching New Cereal

Company 1 Company 2 Company n
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* Parameter V: Pr(Recession)
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Motivating Example: Launching New Cereal

Company1 ~ Company2 ..  Companyn Separate Game Instances:
I'(0);I'(.25);T'(.5);T'(.75);T(1)
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Motivating Example: Launching New Cereal

Companyi  Company2 ..  Companyn Parameterized Game Family:
y(V)={I'(v):0<v<1vE R}

7 7 B

* Parameter V: Pr(Recession)
e Must be fixed in an NFG .

0.00 0.25 0.50 0.75 1.00
Recession Probability

Q1. What is a parameterized family of games?



Hypothesis

Games which are related by a common, ordinal
environment parameter likely have related payoff
functions.

Q1. What is a parameterized family of games?
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Simulation-Based Games
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Example SBGs

Discrete Parameters Continuous Parameters
* Latency arbitrage in financial * Debt cycle compression among
markets [21] financial institutions [14]
* Number of background traders * Asset recovery rate
* Complex network routing * Strategic market selection with
protocols [24] fast and slow traders [20]
* Number of non-attacking nodes * Mean reversion parameter

* (Clients, ISPs, roots, and servers)

Q2. Where is there a need for parameterized game families?
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Background

* In a symmetric game, player
identities are irrelevant

* Opponent profile: s

* u;(s) denotes payoff for
players playing strategy j

Game Theory Background 10




IR,
Background

* In a symmetric game, player  * Symmetric profile: o
identities are irrelevant

* Deviation payoff:

* Opponent profile: s U (7) = 2 Pr(s|& u; (5)
ses
+ 1;(3) denotes payoff for * Deviation payoff vector: 1u(5)
players playing strategy j

« Expected utility: ¢ - u(o)

Game Theory Background 10




Background
*Regret: * Nash equilibrium:
e(o) = max u; (6) — o - u(o) g suchthate(d) =0
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max deviation  expected
payoff utility

* £-Nash equilibrium:
o suchthate(o) < ¢
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Background

*Regret: * Nash equilibrium:

e(0) = max u; (6) —d - u(o) g such that () = 0

\ J \ J
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max deviation  expected

payoff utility o
* £-Nash equilibrium:
o suchthate(o) < ¢
Focus of
this work

Game Theory Background 11




Outline
Whatis a Where is there a need
parameterized family for parameterized
of games? game families?
1

How do we learn a How do we analyze a
parameterized parameterized game

game model? : model? .




IR,
Learning Deviation Payoffs in
Simulation-Based Games

e Sokota et al. [15] use a multi-
headed neural network to learn
the deviation payoff function
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Neural network architecture for a
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* This learned function may be
used in approximate Nash-
finding algorithms to find -
Nash equilibria
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Learning Deviation Payoffs in
Parameterized Game Families

* We adapt [15] to learn a 2 |a 32 5
. . = ()
mapping from mixed-strategy 3 8s(]5[N, G )
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Neural network architecture for a 3-strategy
symmetric parameterized game family
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Experiment 1a: Comparison to Existing Work
Varied Parameter: Number of Players [90-100]
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Experiment 1b: Comparison to Existing Work

Varied Parameter: Erdds—Rényi Probability Threshold [0.15-0.25]
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Fixed-Parameter
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Variable-Parameter
Learning
[this work]
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Parameterized Game Family Analysis

Identifying Robust Equilibria

e-Equilibrium Frequency Metric
Num Instances
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By learning a single model for a parameterized game family, we can:
1. Achieve higher payoff accuracy with less data

2. Conduct new types of robustness and sensitivity analyses

3. Better characterize parameter impact on strategic incentives
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